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Abstract
Ptychography is a powerful computational imaging technique that transforms a collection of low-
resolution images into a high-resolution sample reconstruction. Unfortunately, algorithms that
currently solve this reconstruction problem lack stability, robustness, and theoretical guarantees.
Recently, convex optimization algorithms have improved the accuracy and reliability of several related
reconstruction efforts. This paper proposes a convex formulation of the ptychography problem. This
formulation has no localminima, it can be solved using awide range of algorithms, it can incorporate
appropriate noisemodels, and it can includemultiple a priori constraints. The paper considers a
specific algorithm, based on low-rank factorization, whose runtime andmemory usage are near-linear
in the size of the output image. Experiments demonstrate that this approach offers a 25% lower
background variance on average than alternating projections, the ptychographic reconstruction
algorithm that is currently inwidespread use.

1. Introduction

Over the past two decades, ptychography [1, 2] has surpassed all other imaging techniques in its ability to
produce high-resolution, wide field-of-viewmeasurements ofmicroscopic and nanoscopic phenomena.
Whether in the x-ray regime at third-generation synchrotron sources [3–6], in the electronmicroscope for
atomic scale phenomena [7], or in the optical regime for biological specimens [8], ptychography has shown an
unparalleled ability to acquire hundreds ofmegapixels of sample information near the diffraction limit. The
standard ptychography principle is simple: a series of diffraction patterns are recorded from a sample as it is
scanned through a focused beam. These intensity-onlymeasurements are then computationally converted into a
reconstruction of the complex sample (i.e., its amplitude and phase), which containsmore pixels than a single
recorded diffraction pattern.

A recently introduced imaging procedure, termed Fourier ptychography (FP), uses a similar principle to
create gigapixel optical images with a conventionalmicroscope [9]. The only required hardwaremodification is
an LED array, which illuminates a stationary sample fromdifferent directions as themicroscope captures a
sequence of images. As in standard ptychography, FPmust also recover the sample’s phase as itmerges together
the captured image sequence into a high-resolution output. Standard and Fourier ptychographic (FP) data are
connected via a linear transformation [10], which allows both setups to use nearly identical image
reconstruction algorithms.

Standard ptychography and FPboth avoid the need for a large, well-corrected lens to image at the
diffraction-limit. Instead, they shift themajority of resolution-limiting factors into the computational realm.
Unfortunately, an accurate and reliable solver does not yet exist. As a coherent diffractive imaging technique
[11], ptychographymust reconstruct the phase of the scattered field frommeasured intensities, which is an ill-
posed problem. To date,most ptychography algorithms solve the phase retrieval problemby applying known
constraints in an iterativemanner.We categorize this class of algorithm as an ‘alternating projection’ (AP)
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strategy. The simplest example of anAP strategy is theGerchburg–Saxton (i.e., error reduction) algorithm [12].
OurAP category also includes the iterative projection and gradient search techniques reviewed by Fienup [13]
andMarchesini [14], whichmap to analogous procedures in ptychography [15]. All AP strategies, including
several related variants [16–18], often converge to incorrect localminima or can stagnate [19]. Few guarantees
exist regarding convergence, let alone convergence to a reasonable solution. Despite these shortcomings,many
authors have pushed beyond the basic algorithms [20] to account for unknown systemparameters [21, 22],
improve outcomes by careful initialization [23], performmultiplexed acquisition [24], and attempt three-
dimensional imaging [25, 26].

In this article, we formulate a convex program for the ptychography problem,which allows us to use efficient
computationalmethods to obtain a reliable image reconstruction. Convex optimization has recentlymatured
into a powerful computational tool that now solves a variety of challenging problems [27].However,many sub-
disciplines of imaging, especially those involving phase retrieval, have been slow to reap its transformative
benefits. Several prior works [28–32] have connected convex optimizationwith abstract phase retrieval
problems, but this is the first work that applies convex optimization to the quickly growing field of high-
resolution ptychography.

While it is possible in some experiments to improve reconstruction performance using prior sample
knowledge or an appropriate heuristic, we consider here the general case of unaided recovery, which is especially
relevant in biological imaging. Under these circumstances, wewill show that our convex optimization approach
to ptychographic reconstruction hasmany advantages over AP.Our formulation has no localminima, sowe can
always obtain a solutionwithminimumcost. Themethodology is significantlymore noise-tolerant thanAP, and
the results aremore reproducible. There are also opportunities to establish theoretical guarantees using
machinery from convex analysis.

Furthermore, there aremany efficient algorithms for our convex formulation of the ptychography problem.
To obtain solutions at scale, we apply a factorizationmethod due to Burer andMonteiro [33, 34]. Thismethod
avoids the limitations of earlier convex algorithms for abstract phase retrieval, whose storage and complexity
scale cubically in the number of reconstructed pixels [32].Moreover, recent results establish that this
factorization technique converges globally under certain conditions [35], offering a promising theoretical
guarantee. The end result is a new, noise-tolerant algorithm for ptychographic reconstruction that is efficient
enough to process themulti-gigapixel images that future applications will demand.

Here is an outline for the paper. First, we develop a linear algebraic framework to illustrate the ptychographic
image formation process. Second, wemanipulate this framework to pose its sample recovery problem as a
convex program. This initial algorithm, termed ‘convex lifted ptychography’ (CLP), supports a priori knowledge
of noise statistics to significantly increase the accuracy of image reconstruction in the presence of noise. Third,
we build upon research in low-rank semidefinite programming [33, 34] to develop a second non-convex
algorithm, called ‘low-rank ptychography’ (LRP), which improves on the computational profile of CLP. Finally,
we explore the performance of LRP in both simulation and experiment to demonstrate how itmay be of great
use in reducing the image capture time of FP.

2. Fundamentals

In this section, we outline the data capture process of FP (see figure 1). At the end of this section, we discuss how
a simple exchange of variables yields a nearly equivalentmathematical description of ‘standard’ (i.e., diffraction
imaging-based) ptychography data, which our proposed algorithmmay also process. Since this exchange is
straightforward, we choose to focus our attention on the FP problem for themajority of themanuscript.We
encourage the interested reader to re-derive our algorithm for the standard ptychography arrangement. In
addition, while the following analysis considers a two-dimensional experimental geometry for simplicity,
extension to three dimensions is direct.

We assume that a distant plane ′L x( ) contains q different quasi-monochromatic optical sources (central
wavelength λ) evenly distributed along x′with a spacing r.We assume each optical source acts as an effective
point emitter that illuminates a sample ψ x( ) at a plane S(x) a large distance l away from ′L x( ). Under this
assumption, the jth source illuminates the sample with a spatially coherent planewave at angle θ j =

− jr ltan ( )1 ,
where − ⩽ ⩽q j q2 2. Additionally assuming the sample ψ x( ) is thin, wemay express the optical field exiting
the thin sample as the product,

ψ=s x j x( , ) ( )e , (1)kxpi j

where thewavenumber π λ=k 2 and θ=p sinj j describes the off-axis angle of the jth optical source. The jth

illuminated sample field s x j( , ) then enters an imaging systemwith a lownumerical aperture (NA).Neglecting
scaling factors and a quadratic phase factor for simplicity, Fourier optics gives the field at the imaging system
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pupil plane, ′A x( ), as  ψ= ′ −s x j x p[ ( , )] ˆ ( )j . Here,  represents the Fourier transformbetween conjugate

variables x and x′, ψ̂ is the Fourier transformofψ, andwe have applied the Fourier shift property. The shifted
spectrumfield ψ ′ −x pˆ ( )j is thenmodulated by the imaging system’s aperture function ′a x( ), which acts as a

low-pass filter. It is nowuseful to consider the spectrum ψ̂ discretized into n pixels with amaximum spatial
frequency k.We denote the bandpass cutoff of the aperture function a as k m n· , wherem is an integer less than
n. Themodulation of ψ̂ by a results in afield characterized bym discrete samples, which propagates to the
camera imaging plane and is critically sampled by anm pixel digital detector. This forms a reduced-resolution
image, g:

 ψ= ′ ′ −( )g x j a x x p( , ) ( ) ˆ . (2)j

2⎡
⎣⎢

⎤
⎦⎥

g x j( , ) is an ×m q( )FP datamatrix. Its jth column contains a low-resolution image of the sample intensity
while it is under illumination from the jth optical source.

The goal of FP post-processing is to reconstruct a high-resolution (n pixel) complex spectrum ψ ′xˆ ( ), from
themultiple low-resolution (m pixel) intensitymeasurements containedwithin the datamatrix g. Once ψ̂ is
found, an inverse-Fourier transformwill yield the desired complex sample reconstruction,ψ. As noted above,
most current ptychography setups solve this inverse problemusingAP: after initializing a complex sample
estimate, ψ0, iterative constraints help force ψ0 to obey all knownphysical conditions. First, its amplitude is
forced to obey themeasured intensity set from the detector plane (i.e., the values in g). Second, its spectrum ψ̂0 is
forced to lie within a known support in the plane that is Fourier conjugate to the detector. Different projection
operators and update rules are available, but are closely related [13–15].While these projection strategies are

Figure 1.Diagram of the Fourier ptychography setup (top), wherewe use an LED array to illuminate a sample fromdifferent
directions and acquire an image set b (bottom). This paper introduces a convex phase retrieval algorithm to transform this image set
into a high-resolution complex sample estimateψ. Included image set and reconstructed resolution target are experimental results.
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known to convergewhen each constraint set is convex, the intensity constraint applied at the detector plane is
not convex [36], leading to erroneous solutions [37] and possible stagnation [19].

The FP setup infigure 1may be converted into a standard ptychography experiment by interchanging the
sample plane S and the aperture planeA. This results in a standard ptychographic datamatrix taking the formof
equation (2) but nowwith a sample spectrumdescribed in real space asψ, which isfiltered by the Fourier
transformof the aperture function, â. This corresponds to illuminating a thin sampleψ (centered at position p)
with an illumination probefield, â. These two simple functional transformations lead to a linear relationship
between standard and FP data [10]. To apply the algorithmic tools outlined next to standard ptychography,
simply adhere to the following protocol wherever either variable appears: (1) replace the sample spectrum ψ̂
with the sample functionψ, and (2) replace the aperture function awith the shape of the focused probefield that
illuminates the sample, â, in standard ptychography setups.

3. Results: CLP

3.1. TheCLP solver
Webegin the process of solving equation (2) as a convex programby expressing it inmatrix form. First, we
represent the unknown sample spectrum ψ̂ as an ×n( 1) vector. Again, n is the known sample resolution before
it is reduced by the finite bandpass of the lens aperture. Second, the jth detected image becomes an ×m( 1)
vector g j, where againm is the number of pixels in each low-resolution image. The ratio n m defines the

ptychographic resolution improvement factor. It is equivalent to the largest angle of incidence from an off-axis
optical source, divided by the acceptance angle of the imaging lens. Third, we express each shifted lens aperture
function +a x p( )j as an ×n( 1)discrete aperture vector a j , whichmodulates the unknown sample spectrum

ψ̂ .
To rewrite equation (2) as amatrix product, we define =A{ }j j

q
1 to be the sequence of ×m n( ) rectangular

matrices that contain a deterministic aperture function a j along a diagonal. For an aberration-free rectangular

aperture, eachmatrix A j has a diagonal of ones originating at ′p(0, )j and terminating at ′ + −m p m( , 1)j ,

where ′pj
is now a discretized version of our shift variable pj. Finally, we introduce anm ×m discrete Fourier

transformmatrix F m( ) to express the transformation of the low-pass filtered sample spectrum through ourfixed
imaging system for each low-resolution image g j:

ψ= ⩽ ⩽j qg F A ˆ , 1 . (3)j
m

j
( ) 2

Ptychography acquires a series of q images, =g{ }j j
q

1.We combine this image set into a single vector by

‘stacking’ all images in equation (3):

ψ ψ= =b FA Dˆ ˆ . (4)
2 2

Here, b is g{ } expressed as a ×q m( · 1) stacked image vector (see figure 2). In addition, we define =D FA,
where F is a ×q m q m( · · )block diagonalmatrix containing q copies of the low-resolutionDFTmatrices F m( )

in its diagonal blocks, and A has size ×q m n( · ) and is formed by vertically stacking each aperturematrix A j:

Figure 2.A set of images captured by Fourier ptychography stack together into a long data vector, b. Each associatedmatrix transform
is similarly stacked and combined to formourfinalmeasurementmatrix, =D FA. Here, we show stacking of just two images for
simplicity. Typically, over 200 images are stacked.
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Wedenote the transpose of the ith row of D as di, which is a column vector. The set d{ }i forms ourmeasurement
vectors. Themeasured intensity in the ith pixel is the square of the inner product between di and the spectrum
ψ̂ : ψ= ∣〈 〉∣b d , ˆi i

2. Next, we ‘lift’ the solution ψ̂ out of the quadratic relationship in equation (4). As suggested in
[30], wemay instead express it in the space of ×n n( )positive-semidefinitematrices:

ψ ψ ψψ= = =( ) ( ) ( )b d d d d D XTr ˆ * ˆ Tr ˆ ˆ * Tr , (6)i i i i i i* *

where =D d di i i
* is a rank-1measurementmatrix constructed from the ithmeasurement vector di, ψψ=X ˆ ˆ * is

an ×n n( ) rank-1 outer product, and ⩽ ⩽i q m1 · . Equation (6) states that our quadratic image
measurements =b{ }i i

q m
1

· are linear transforms of ψ̂ in a higher dimensional space.Wemay combine these q m·
linear transforms into a single linear operatorA to summarize the relationship between the stacked image
vector b and thematrix X as,A =X b( ) .

One can nowpose the phase retrieval problem in ptychography as a rankminimization procedure:

A =
≽

X

X b

X

minimize rank( )

subject to ( ) ,

0, (7)

where ≽X 0 denotes X is positive-semidefinite. This rankminimization problem is not convex and is a
computational challenge. Instead, adapting ideas from [29], we form a convex relaxation of equation (7) by
replacing the rank ofmatrix X with its trace. This creates a convex semidefinite program:

A =
≽

X

X b

X

minimize Tr( )

subject to ( ) ,

0. (8)

Several recent results establish that the relaxation in equation (8) is equivalent to equation (7) under certain
conditions on the operatorA [38, 39]. Although not necessarily equivalent in general, this relaxation
consistently offers us highly accurate experimental performance. To account for the presence of noise, wemay
reform equation (8) such that themeasured intensities in b are no longer strictly enforced constraints, but
instead appear in the objective function:

Aα + ∥ − ∥

≽

X X b

X

minimize Tr( )
1

2
( )

subject to 0. (9)

Here,α is a scalar regularization variable that directly trades off goodness for complexity offit. Its optimal value
depends upon the assumed noise level. Equation (9) forms ourfinal convex problem to recover a resolution-
improved complex sampleψ from a set of obliquely illuminated images in b.Many standard tools are available
to solve this semidefinite program (see appendix). Its solution defines ourCLP approach.

In practice, CLP returns a low-rankmatrix X, with a rapidly decaying spectrum, as the optimal solution of
equation (9). The trace term in theCLP objective function is primarily responsible for enforcing the low-rank
structure of X .While this trace term also appears like an alternativemethod tominimize the unknown signal
energy, we caution that a fair interpretationmust consider its effect in a lifted ×n n( ) solution space.We obtain
ourfinal complex image estimateψ byfirst performing a singular value decomposition of X . Given low-noise
imaging conditions and spatially coherent illumination, we setψ to the Fourier transformof the largest resulting
singular vector. Viewed as an autocorrelationmatrix, wemay alsofind useful statisticalmeasurements within
the remaining smaller singular vectors of X.We note that onemay also identify X as the discretemutual

intensitymatrix of a partially coherent optical field: ψψ= 〈 〉X ˆ ˆ * , where 〈〉denotes an ensemble average [40].
Under this interpretation, equation (9) becomes an alternative solver for the stationarymixed states of a
ptychography setup [41].

Without any furthermodification, three points distinguish equation (9) from existing AP-based
ptychography solvers. First, the convex solver has a larger search space. If AP is used to iteratively update an n
pixel estimate, equation (9)must solve for an n × n positive-semidefinitematrix. Second, this boost in the
solution space dimension guarantees the convex programmay find its global optimumwith tractable
computation. This allowsCLP to avoid AP’s frequent convergence to localminima (i.e., failure to approach the
true image). Unlike prior solvers for the ptychography problem, no localminima exist in theCLP approach.
However, CLP cannot yet claim a single globalminimum, since it is not necessarily a strictly convex program.
Finally, equation (9) implicitly considers the presence of noise by offering a parameter (α) to tunewith an
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assumed noise level. AP-based solvers lack this parameter and can be easily led into incorrect localminima by
even lownoise levels, whichwe demonstrate next.

3.2. CLP simulations andnoise performance
We simulate FP following the setup infigure 1.We capturemultiple two-dimensional images in (x, y) from a
three-dimensional optical geometry. The simulated FP setup contains a detector with =m 122 pixels that are
each 4 μmwide, a 0.1NA lens at plane ′ ′A x y( , ) ( °6 collection angle, unitymagnification), and an array of
spatially coherent optical sources at plane ′ ′L x y( , ) (632 nm center wavelength, 10 nm spectral bandwidth). The
array is designed to offer an illuminationNAof 0.2 (θ = °11.5max maximum illumination angle). Together, the

lens and illuminationNAs define the reconstructed resolution of our complex sample as =n 362 pixels,
increasing the pixel count of one raw image by a factor =n m 9.

Figure 3(b) shows example simulated raw images from a sample of absorptivemicrospheresmodulated by a
quadratic phase envelope.Within each raw image, the set ofmicrospheres is not clearly resolved.Here, we
simulate the capture of =q 82 low resolution images, each uniquely illuminated fromone of =q 82 optical
sources in the square array.We then input this image set into both the standardAP algorithm (i.e., the PIE
strategy) [20], as well as CLP in equation (9), to recover a high resolution (36 × 36 pixel) complex sample. Here,
we select the PIE strategy as our comparison benchmark for two reasons. First, it is one of themostwidely used
ptychography algorithms. Second, similar toCLP, its structure implicitly assumes aGaussian noisemodel [15].
Even in the noiseless case, five iterations of nonlinear AP introduces unpredictable artifacts to both the recovered
amplitude and phase (figure 3(d)), while CLP offers near perfect recovery (figure 3(c)). A constant phase offset is
subtracted fromboth reconstructions for fair comparison, andwe selected α = 0.001.

Next, we quantify AP andCLP performance.We repeat the reconstructions in figure 3, again setting
α = 0.001 in equation (9) while varying two relevant parameters: the number of captured images q, and their
signal-to-noise ratio (SNR).We define the SNR as, ψ= 〈∣ ∣ 〉 〈∣ ∣〉NSNR 10 log ( / )10

2 2 , where ψ〈∣ ∣ 〉2 is themean

Figure 3. Simulation of theCLP algorithm. (a) An = ×n 36 36 pixel complex sample (simulated) consisting of absorptive
microspheresmodulatedwith an independent quadratic phase envelope. (b) Sequence of low-resolution simulated intensity
measurements ( = ×m 12 12 pixels each), serving as algorithm input. (c)–(d) Example CLP andAP reconstructions, where CLP is
successful but AP converges to an incorrect localminimum.Herewe use =q 82 images to achieve a resolution gain of 3 along each
spatial dimension and simultaneously acquire phase.
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sample intensity and 〈∣ ∣〉N 2 is themean intensity of uniformGaussian noise added to each simulated raw image.
To account for the unknown constant phase offset in all phase retrieval reconstructions, we follow [21] and
define our reconstructionmean-squared error as ∑ ∑ψ ρ ψ= ∣ − ∣ ∣ ∣x s x xMSE ( ) ( ) ( )

x x
2 2, where

∑ ∑ρ ψ= ∣ ∣x s x s x( ) * ( ) ( )
x x

2 is a constant phase factor shifting the phase of our reconstruction, s (x), to

optimallymatch the knownphase of the ground truth sample, here denoted as the functionψ (x).
Figure 4 plotsMSE as a function of SNR for this large set of CLP andAP reconstructions. Each of the

algorithms’ three independent curves simulates reconstruction using a different number of captured images, q.
We summarize q by defining a Fourier spectrumoverlap percentage: = − −ol n m qm1 ( ) . Each of the six
points within one curve simulates a different level of additivemeasurement noise. Each point is an average over
five independent trials. Since AP tends not to converge in the presence of noise, we represent eachAP trial with
the reconstruction that offers the lowestMSE across all iteration steps (up to 20 iterations). All CLP
reconstructions improve linearly as SNR increases, while APperformance fluctuates unpredictably. For both
algorithms, performance improves with increased spectrumoverlap ol, and reconstruction fidelity quickly
deteriorates and then effectively fails when ol drops below ∼60%.

4. Results: factorization for LRP

Posing the inverse problemof ptychography as a semidefinite program (equation (9)) is a goodfirst step toward
amore tractable solver. However, the constraint that X remain positive-semidefinite is computationally
demanding: each iteration typically requires a full eigenvalue decomposition of X . As the size of X scales with n2,
processable image sizes are limited to an order of 104 pixels on current desktopmachines. This scaling limit does
not prevent large-scale CLP processing of ptychography data. It is commonpractice to segment each detected
image into as few as 103 pixels, process each segment separately, and then ‘tile’ the resulting reconstructions back
together into afinal full-resolution solution [9]. CLPmay also parallelize its computationwith this strategy.

4.1. The LRP solver
While such tiling parallelization offers significant speedup, a simple observation helps avoid the poor scaling of
CLP altogether: the desired solution of the ptychography problem in equation (7) is low-rank. Instead of solving
for an n × nmatrix X , it is thus natural to adopt a low-rank ansatz and factorize thematrix X as =X RRT , where
our decision variable R is now an ×n r rectangularmatrix containing complex entries, with <r n [33, 34].
Inserting this factorization into our optimization problem in equation (8) andwriting the constraints in terms of
themeasurementmatrix =D d di i i

T creates the non-convex program,

=

( )
( ) b i

RR

D RR

minimize Tr

subject to Tr for all . (10)

T

i
T

i

Figure 4.ReconstructionMSE versus signal to noise ratio (SNR) of CLP andAP (log scale, dB). Each curve represents reconstruction
with a different number of captured images, q, corresponding to a different percentage of spectrumoverlap (ol, noted in legend). Each
point is an average over five independent algorithm runswith unique additive noise. Also included is the average performance of our
LRP algorithmover the same three spectrumoverlap settings (see section 4).
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Besides removing the positive semidefinite constraint in equation (8), the factored formof equation (10)
presents twomore key adjustments to our original convex formulation. First, using the relationship

= ∥ ∥RR RTr( )T
F
2 , where Fdenotes a Frobenius norm, it is direct to rewrite the objective function and each

constraint in equation (10)with just one n × r decisionmatrix, R. Now instead of storing an n× nmatrix like
CLP, LRPmust only store an n × rmatrix. Sincemost practical applications of ptychography require coherent
optics, the desired solution rank rwill typically be close to 1, thus significantly relaxing storage requirements
(i.e., coherent light satisfies ψψ=X ˆ ˆ *, sowe expect R as a column vector and RRT a rank-1 outer product).
Fixing r at a small value, LRPmemory usage now scales linearly instead of quadratically with the number of
reconstructed pixels, n.

Second, the feasible set of equation (10) is no longer convex.We thusmust shift our solution strategy away
froma simple semidefinite program. Prior work in [33, 34] suggests that an efficient and practically successful
method of solving equation (10) is tominimize the following augmented Lagrangian function:

∑ ∑σ σ= − − + −( ) ( )( ) ( ) ( )L y b bR y RR D RR D RR( , , ) Tr · Tr
2

· Tr , (11)T

i
i i

T
i

i

i
T

i

2

where ∈ ×R n r is the unknown decision variable and the two variables ∈ y q m· and σ ∈ + are new
parameters to help guide our algorithm to itsfinal reconstruction. Thefirst term in equation (11) is the objective
function from equation (10), indirectly encouraging a low-rank factorized product. This tracks our original
assumption of a rank-1 solutionwithin a ‘lifted’ solution space. The second term contains the known equality
constraints in equation (10) (i.e., themeasured intensities), each assigned aweight yi. The third term is a
penalized fitting error that we abbreviate with label v. It is weighted by one penalty parameter σ, mimicking the
role of a Lagrangianmultiplier.

With an appropriatefixed selection of yiʼs and σ, theminimization of σL R y( , , )with respect to R identifies
our desired optimumof equation (10). Specifically, if a localminimumof L is identified each iteration (which is
nearly always the case in practice), then theminimization sequence accumulation point is a guaranteed solution
[34]. As an unconstrained function, theminimumof L is quickly found via standard tools (e.g., a quasi-Newton
approach such as the LBFGS algorithm [42]), as previously demonstrated across awide range of applications and
experiments [33].

The goal of our LRP algorithm thus reduces to the following task: determine a suitable set of σy( , )i such that
wemayminimize equation (11)with respect to R, which leads to our desired solution.We use the iterative
algorithm suggested in [33] to sequentiallyminimize Lwith respect to Rk at iteration k, and then update a new
parameter set σ+ +y( , )

i
k k1 1 at iteration +k 1.We update parameters σ+ +y( , )

i
k k1 1 to ensure their associated

term’s contribution to the summation forming L is relatively small. This suggests +Rk 1 is proceeding to amore
feasible solution. The relative permissible size of the second and third terms in L are controlled by two important
parameters, η < 1and γ > 1: if the third term v sufficiently decreases such that η⩽+v vk k1 , thenwe hold its
multiplier σfixed and update the equality constraintmultipliers, yi. Otherwise, we increase σ by a factor γ such
that σ γσ=+k k1 . A detailed discussion of these algorithmic steps is in [33, 34].

We initialize the LRP algorithmwith an estimate of the unknownhigh-resolution complex sample function
ψ0, containedwithin a low-rankmatrix R0.We terminate the algorithm either if it reaches a sufficient number of

iterations, or if theminimizer fulfills some convergence criterion.We form R0 using a spectralmethod, which
can help increase solver accuracy and decrease computation time [43]. Specifically, we select the r columns of R0

as the leading r eigenvectors of D b D*diag[ ] , where D is themeasurementmatrix in equation (4).While this
spectral approachworks quite well in practice, a random initialization of R0 also often produces an accurate
reconstruction.

4.2. LRP simulations and noise performance
Following the same procedure used to simulate theCLP algorithm,we test theMSEperformance of the LRP
algorithm as a function of SNR infigure 5.We again add different amounts of uncorrelatedGaussian noise to
each simulated raw image set and compare the LRP reconstructionwith ground truth. This simulated sample is
the experimentally obtained amplitude and phase of a human blood smear. It is qualitatively similar to the
sample used infigure 3.Unlike with the simulations infigures 3–4, the AP algorithmno longermalfunctions at
lower spectrumoverlap percentages (i.e., lower values of ol). Despite this apparent success, theMSE of the LRP
minimizer is still∼5–10 dB better than theMSE of the APminimizer, across all levels of SNR. This reduced LRP
reconstruction error followswithout any parameter optimization or explicit noisemodeling.

In these simulations, we somewhat arbitrarily fix η and γ at 0.5 and 1.5, respectively, and set the desired rank
of the solution, r, to 1. In practice, these free variables offer significant freedom to tune the response of LRP to
noise. For example, similar to the noise parameter α in equation (9), themultiplier σ (controlled via γ) in
equation (11) helps trade off complexity for goodness offit by re-weighting the quadratic fitting error term.
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In addition to reducing requiredmemory, the LRP algorithm also improves upon the computational cost of
CLP. For an n pixel sample reconstruction, the per iteration cost of the CLP algorithm is currently O n( )3 , using
big-Onotation. The positive-semidefinite constraint in equation (9), which requires a full eigenvalue
decomposition, defines this behavior limit. The per-iteration cost of the LRP algorithm, on the other hand, is
O n n( log ). This large per-iteration cost reduction is the primary source of LRP speedup. For example, LRP
required∼21 s to complete an average simulation of the example infigure 3, while CLP required∼170 min and
AP required 1 s on the same desktopmachine.

5. Results: experiment

Weexperimentally verify howLRP improves the accuracy and noise stability of ptychographic reconstruction
using an FPmicroscope. Our experimental procedure closely follows the protocol in [9].While we demonstrate
at optical wavelengths, it is straightforward to acquire an FP data set in an x-ray or electronmicroscope (e.g.,
with a tilting source [44]). Alternatively, two trivial changes within equation (10) directly prepares standard
ptychographic data for LRP processing (see end of section 2). Given its removal of localminima and improved
treatment of noise, we expect our strategy will benefit both experimental arrangements.

In this section, we first quantitatively verify that LRP accuratelymeasures high resolution and sample phase.
ComparedwithAP reconstructions, our LRP algorithm generates fewer undesirable artifacts in experiment.
Second, wewill compare the AP and LRP reconstructions of a biological sample, which establishes the improved
noise stability of our new algorithm.

5.1.Quantitative performance
Our FPmicroscope consists of a 15 × 15 array of surface-mounted LEDs (model SMD3528, center wavelength
λ=632 nm, 4 mmLEDpitch, 150 μmactive area diameter), which serve as our quasi-coherent optical sources.
The array is placed l=80mmbeneath the sample plane, and each LEDhas an approximate 20 nm spectral
bandwidth. Prior work establishes that the impact of non-ideal source coherence is gradual [10].While
negligible in these experiments, wemay eventually account for source statistics in themulti-rank structure of the
LRPoptimizer R.

To quantitatively verify resolution improvement, we turn on each of the 15 × 15 LEDs beneath aUSAir
Force resolution calibration target. A 2XOlympusmicroscope objective (apochromatic PlanAPO0.08NA)
transfers each resulting opticalfield to aCCDdetector (KodakKAI-29050, 5.5 μmpixels), creating 225 low
resolution images. Using this 0.08NAmicroscope objective ( °5 collection angle) and a 0.35 illuminationNA
(θ = °20max illumination angle), our FPmicroscope offers a total complexfield resolution gain of =n m 25.
Each image spectrumoverlaps by ≈ol 70% in areawith each neighboring image spectrum.

For reconstruction, we select =n m25 · and use the same aperture parameters withAP and LRP to create
the high-resolution images infigure 6. For computational efficiency, we segment each low-resolution image into
3× 3 tiles (n=4802 per tile) and process the tiles in parallel, as performed in [9].We determine the optimal
number of AP and LRP algorithm iterations as 6 and 15, respectively, andfixed this for each tile (and all
subsequent reconstructions).We typically initialize LRPwith the following parameters: γ=1.5, η=0.3, y0 = 10

Figure 5. Simulation of the LRP andAP algorithms using the same parameters as forfigures 3 and 4, but nowwith a different ‘red
blood cell’ sample. (a)Using 82 simulated intensitymeasurements as input (SNR = 19, 122 pixels each), both algorithms successfully
recover each cell’s phase, but AP is less accurate. (b)MSE versus SNRplot with varying amounts of noise added to the same data set.
TheMSE for LRP is∼5–10 dB lower than for AP across all noise levels and aperture overlap settings (each point from five independent
trials).
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and σ0 =10.We determine themicroscope aperture functionwith an iterative procedure [45] before each
experiment and fix it for each algorithm trial.

Both∼1megapixel reconstructions achieve theirmaximumexpected resolving power (group 9, element 3:
1.56 μm line pair spacing). This is approximately five times sharper than the smallest resolved feature in one raw
image (group 7, element 2 infigure 6(c)). Our newLRP algorithm avoids certain artifacts that are commonly
observed during the nonlinear descent of AP (boxed in green). Both reconstructions slowly fluctuate in
background areas that we expect to be uniformly bright or dark. These fluctuations are caused in part by
experimental noise, an imperfect aperture function estimate, and possiblemisalignments in the LED shift
values, pj. In a representative background areamarked by a 402 pixel blue box infigure 6, AP and LRP exhibit
normalized background amplitude variances of σ = × −5.4 10A

2 4 and σ = × −5.0 10L
2 4, respectively.

Accounting for experimental uncertainty in the aperture function a and shifts pj (e.g., following [45, 46])may
reduce this error in both algorithms.

To verify that our LRP solver reconstructs quantitatively accurate phase, we next image amonolayer of
polystyrenemicrospheres (index of refraction =n 1.587m ) immersed in oil ( =n 1.515o , both indexes for
λ = 632 nm light). To demonstrate the LRP algorithm easily generalizes to any ptychographic arrangement, we
perform this experiment on a new ‘high-NA’ FPmicroscope. The high-NA setup uses a larger 0.5NA
microscope objective lenswith a °30 collection angle (20XOlympus 0.5NAUPLFLN). For sample illumination,
we now arrange 28 LEDs into three concentric rings of 8, 8 and 12 evenly spaced light sources (ring radii = 16, 32
and 40 mm, respectively).We place this new light source array 40 mmbeneath the sample to create a 0.7
illuminationNAwith a θ = °45max illumination angle. The synthesizedNAof this newFPmicroscope,
computed as the sumof the illuminationNA and objective lensNA, is =NA 1.2s .With a greater-than-unity
syntheticNA, our reconstructions can offer oil-immersion quality resolution (∼385 nm smallest resolvable
feature spacing [47]), without requiring any immersionmediumbetween the sample and objective lens.

Using the same data and parameters for AP and LRP input, we obtain the high-resolution phase
reconstructions of two adjacentmicrospheres infigure 7 (3 and 6 μmdiameters). For this reconstruction, we set
m=1602 and n=3202.We have subtracted a constant phase offset from the LRP solution in (b) to allow for
direct comparison to the AP solution in (a). The two reconstructions appear qualitatively similar except at the
center of the 6 μmsphere, where the AP phase profile unexpectedly flattens.We highlight this flattening by
selecting phase values along eachmarked dashed line to plot the resulting sample thickness infigure 7(c). Phase
ϕ and sample thickness t are related via Δϕ= − −t k n n( )m o

1, where k is the averagewavenumber and
Δϕ ϕ ϕ= − 0 is the reconstructed phaseminus a constant offset. LRP closelymatches the optical thickness of a
ground-truth sphere (GT, black curve): the length of the vertical chord connecting the top and bottom arcs of a 6

Figure 6.Experimental reconstruction of aUSAir Force target, where the number of resolved pixels is increased by a factor of 25.We
test two different ptychography algorithms: (a) AP and (b) LRP.Herewe only show reconstructed intensity. LRP avoids artifacts (e.g.,
boxed in green) commonly encountered in theAP approach. Cited variances aremeasured in blue boxes (top). (c) Same cropped
region of one low-resolution raw image, for comparison.
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μmdiameter circle. The normalized amplitude variances from a 402 pixel background area are σ = × −9.2 10A
2 4

and σ = × −5.8 10L
2 4, respectively. This again supports our observation that the high resolution reconstructions

formed by LRP aremore accurate than those formed byAP.

5.2. Biological sample reconstruction
Our third imaging example uses the same high-NAFP configuration (collection = °angle 30 , θ = °45max ) to
resolve a biological phenomenon: the infectious spread ofmalaria in human blood. The early stages of a
Plasmodium falciparum infection in erythrocytes (i.e., red blood cells) includes the formation of small parasitic
‘rings’. It is challenging to resolve these parasites under amicroscopewithout using an immersionmedium, even
after appropriate staining. Oil-immersion is required for an accurate diagnosis of infection [48].

We use FP to resolveP. falciparum-infected cells with a 0.5NAobjective lens and using no oil infigure 8.We
first prepare an infected blood sample following the protocol in [49]: wemaintain erythrocyte asexual stage
cultures of theP. falciparum strain 3D7 in culturemedium, thenwe smear, fixwithmethanol and apply aHema
3 stain. An example sample region containing two infected cells, imagedwith a conventional high-NAoil-
immersionmicroscope (NA = 1.25) under Kohler illumination, is infigure 8(a).

Next, we capture 28 uniquely illuminated images of these two infected cells using our high-NAFP
microscope. Figure 8(c) contains an example normally illuminated raw image, which does not clearly resolve the
parasite infection. Figure 8(d) presents phase retrieval reconstructions using the standardAP algorithm, where
we setm=1202, n=2402, run six iterations, and again subtract a constant phase offset.We include
reconstructions from three data sets: images capturedwith a 1 s exposure (top), a 0.25 s exposure (middle), and
0.1 s exposure (bottom). A shorter exposure time implies increased noise within each raw image.While the 1 s
exposure-basedAP reconstruction resolves each parasite, blurred cell boundaries and non-uniform fluctuations
in amplitude suggest an inaccurate AP convergence. However, both parasite infections remain visible within the
reconstructed phase. The parasites become challenging to resolvewithin the phase from0.25 s exposure data,
and are not resolvedwithin the phase from the 0.1 s exposure data, due to increased image noise. The
normalized background variance of eachAP amplitude reconstruction, from a representative 402 pixel window
(marked blue square), is σ = 0.0020A

2 , 0.0027, and 0.0059 for the 1, 0.25, and 0.1 s exposure reconstructions,
respectively.

For comparison, reconstructions using our LRP algorithm are shown infigure 8(e) (sharpest solutions after
15 iterations). For each reconstructed amplitude, we set the desired solution rank to r=3.We add the three
modes of the resulting reconstruction in an intensity basis to create the displayed amplitude images. For each
reconstructed phase, we set the desired solutionmatrix rank to r=1 and leave all other parameters unchanged.
For all three exposure levels, the amplitude of the cell boundaries remains sharper than in theAP images. Both
parasite infections are resolvable in either the reconstructed amplitude or phase, or both, for all three exposure
levels. The normalized amplitude variances from the same backgroundwindow are now σ = 0.0016L

2 (1 s),
0.0022 (0.25 s), and 0.0035 (0.1 s), an average reduction (i.e., improvement) of 26%with respect to theAP
results.While not observedwithin our previous simulations or experiments, theAP reconstructions here offer a
generallyflatter background phase profile than LRP (i.e., less variation at low spatial frequencies).Without
additionalfiltering or post-processing, the AP algorithmheremight offer superior quantitative analysis during
e.g. tomographic cell reconstruction, where low-order phase variationsmust remain accurate.However, it is
clear within figure 8 that LRP better resolves the fine structure of each infection, which is critical duringmalaria

Figure 7.Experimentalmeasurement of the quantitative optical phase emerging from two polystyrenemicrospheres. Both (a) AP and
(b) LRP reconstruct phasemaps that appear qualitatively similar, although theAPphasemap flattens at the sphere’s center. Variances
measured in blue boxes. (c) Plot ofmicrosphere thickness from a trace through the center of the large sphere (dashed lines)
demonstrates close agreement between LRP and ground truth (GT).
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diagnosis. A shorter image exposure time (i.e., up to ten times shorter)may still enable accurate infection
diagnosis when using LRP, as opposed to the standardAP approach.

6.Discussion and conclusion

Through the relaxation in equation (8), wefirst transform the traditionally nonlinear phase retrieval process for
ptychography into a convex program.Wemay nowusewell-established optimization tools tofind the
ptychography problem’s globalminimum. Then, we suggest a practically efficient algorithm to solve the
resulting semidefinite programwith an appropriate factorization. The result is a new ptychographic image
recovery algorithm that is robust to noise.We demonstrate its successful performance in three unique
experiments, concludingwith a practical biological imaging scenario: the identification ofmalaria infection
without using an oil immersionmedium and under short-exposure imaging conditions.

Much futurework remains to fully explore the specific benefits of our problem reformulation. Besides
removing localminima from the recovery process, perhaps themost significant departure fromprior phase
retrieval solvers is a tunable solution rank, r. As noted earlier, r connects to statistical features of the
ptychographic experiment, typically arising from the partial coherence of the illuminating field. Coherence
effects are significant at third-generation x-ray synchrotron sources andwithin electronmicroscopes. An

Figure 8.Experimental reconstruction ofmalaria-infected human red blood cells. (a) Oil immersionmicroscope image (1.25NA)
identifies two infected cells of interest (markedwith arrows). (b) Example LRP reconstruction (area of interest in red box). (c)One
example raw image used for AP and LRP algorithm input. (d) AP-reconstructed amplitude and phase from three different 28-image
data sets, using 1 (top), 0.25 (middle) and 0.1 s (bottom) exposure times for all images in each set. Variancesmeasuredwithin blue
boxes. Increased noisewithin short-exposure images deteriorates reconstruction quality until both parasites are not resolved. (e) LRP
reconstructions using the same three data sets. Both parasites are clearly resolved in the reconstructed phase for all three exposure
levels.
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appropriately selected rmay eventually help LRPmeasure the partial coherence of such sources, as outlined in
[41]. The solution rankmay also help identify setup vibrations, sample auto-fluorescence, or even 3D sample
structure. As in prior workwith low-rankmatrix optimization, wemay also artificially enlarge our solution rank
to encourage the transfer of experimental noise into its smaller singular vectors.

Other extensions of LRP include simultaneously solving for unknown aberrations (i.e., the shape of the
probe in standard ptychography), systematic setup errors, and inserting additional sample priors such as
sparsity. These refinements are currently a critical component of ptychographic recovery in the fields of x-ray
and electronmicroscopy, andwill also improve our optical results. Alongwith algorithm refinement, a detailed
comparison between LRP and various other recoverymethods, especially under different sources of noise and
error, will help identify the experimental conditions under which our strategy is of greatest benefit.What’smore,
as a particular solution to the general problemof phaselessmeasurement, ourfindings can also inform awide
variety of coherent diffractive imaging techniques. Regardless of the specific experimental application, convex
analysis will continue to provide useful theoretical guarantees regarding phase retrieval algorithmperformance,
a crucial featuremissing from current nonlinear solvers.
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Appendix. Computational specifics

Weperformed all processing on a high-end desktop containing two Intel Xeon 2.0 GHzCPUs and two 3 GB
GeForceGTXGPUs. Codewaswritten inMatlabwith built-inGPU acceleration.We solved ourCLP
semidefinite programusing the TFOCS code package [50].Our LRP algorithmborrows concepts from the
LBFGS solver in [42] for one specificminimization step. LRP’s total recovery time for the 1megapixel example
infigure 6was approximately 130 s, while AP completed in approximately 15 s on the same desktop.
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